Analytic Methods for Examining HINTS Puerto Rico Data using SAS 9.2
	This text gives some SAS (Version 9.2 and higher) coding examples for common types of survey analysis using HINTS Puerto Rico data (posted 04/22/2011) in a replicate weight jackknife design. As such, all of the following results are weighted. Although these examples specifically use HINTS data, the concepts used here are generally applicable. We will consider an analysis that includes gender, education level (newedu) and two questions that are specific to the HINTS data: cs06chancegetcancer & hc01seekhealthinfo. 
We begin by preprocessing the HINTS data in a SAS DATA step, since we wish to exclude all “Refused” and “Don’t Know” responses from our analysis. By setting these values to missing (.), SAS will exclude these responses from procedures where these variables are specifically accessed. For logistic regression modeling within the PROC SURVEYLOGISTIC procedure, it is not necessary for the response variable to be dichotomous with values (0, 1). Various options are available to identify the reference level to be modeled. The procedure will also work with ordinal and nominal response data.
When recoding existing variables, it is generally recommended to create new variables of recoded data. New variables should always be compared to original source variables in a PROC FREQ procedure to verify proper coding.
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We are now ready to begin using SAS 9.2 to examine the relationships among these variables. Using PROC SURVEYFREQ, we will first generate a cross-frequency table of gender and HC01SeekHealthInfo, along with a (Wald) Chi-squared test of independence. Note the syntax of the overall sample weight, R12WGT0, and those of the jackknife replicate weights, R12WGT1-R12WGT48. The design of this version of HINTS is that of a stratified JK6, so that the jackknife adjustment factor for each replicate weight is (6-1)/6 = 0.8333. This syntax is consistent for all procedures. Other data sets that incorporate replicate weight jackknife designs will follow a similar syntax. 
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The TABLES statement defines the frequencies that should be generated. Stand-alone variables listed here result in one-way frequencies, while a “*” between variables will define cross-frequencies. In general, the PROC SURVEYFREQ procedure may be used to investigate n-way variable frequencies, along with their relationships. The COL option produces column percentages and standard errors, allowing us to view stratified percentages. The WCHISQ option requests a Wald Chi-Squared test for each two-way cross-frequency. Other tests and statistics are also available as options for the table statement; please refer to the SAS support site link at the end of this document for more information. 
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(Note: The SAS output results above appear in RTF format, which requires additional statements with respect to the Output Delivery System, ODS). 
The weighted percentages above show that a greater proportion of women have sought medical information from any source than men, 41.8% vs. 22.6%. The Chi-squared test of independence indicates that there is a significant difference in these two proportions (at the α=0.05 level). The data appear to support the notion that women (in Puerto Rico) are more apt to seek health information than their male counterparts.
…
The next procedure, PROC SURVEYMEANS, is used to check various characteristics of continuous and ordinal variables. Again, it is recommended to recode the “Refused” or “Don’t Know” responses of hc01seekhealthinfo; otherwise, these will correspond to 98 and 99, respectively, and therefore could skew the results, especially when computing means. 
We now wish to compare the perception of acquiring cancer by gender. We will compute the means and standard errors of CS06ChanceGetCancer, stratified by gender. Although CS06 is a categorical variable, we will model it as continuous for our purposes. We would like to be able to compute a t-test on the difference of the means to decipher whether there is any significant disparity in the perceptions between men and women. This cannot be done, however, with this procedure at the time of this printing. The software can only compute the t-test of whether a weighted mean (or a weighted proportion, for a suitably recoded dichotomous variable that is 1 for the desired level and 0 otherwise) is 0. This is different from the t-test associated with the difference between two weighted means under differing subpopulations. Furthermore, it is not correct to compute the t-test using the difference of the means and the separate standard errors, due to the covariance from clustered samples. An alternative way to conduct such a test would be to fit a linear regression with CS06 as the response variable and gender as the independent variable. 
Note that CS06, a categorical variable, is a Likert item with values ranging from 1 to 5: 1=Very Low, 2=Somewhat Low, 3=Moderate, 4=Somewhat High, 5=High. Therefore, we may also view the mean of CS06 within this context.
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This first snippet of code above will allow us to observe the mean of CS06 for all respondents. We also specify that we would like the number of non-missing observations, the mean, and the standard error of the analysis variable defined by the VAR statement.
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In order to view the stratified means, we would normally use the DOMAIN statement to define a categorical variable, in this case gender, in which to compute means for each level. Unfortunately, the DOMAIN statement cannot be used with replicate weight designs at this time. It is not correct to run the analysis on a reduced dataset (e.g., using a subsetting if statement in a data step to produce a dataset containing only males) since the entire dataset is used in variance computations. We may, however, circumvent the problem by making an adjustment to the weights. Suppose we wish to compute the mean of CS06 for males only. For observations in the dataset that are not in the subpopulation (females, in this case) we set the base and replicate weights to a very small number (see http://support.sas.com/resources/papers/proceedings10/267-2010.pdf for details). Since some of the replicate weights are already 0, those are left unchanged. .. 
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Males Only
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Note that the N=531 is the total number of respondents, and not the number of males. Repeating the procedure for females yields...

Females Only
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We observe that women seem to be somewhat more pessimistic than men regarding their likelihood of contracting cancer, 3.01 vs. 2.69. We cannot yet determine whether this difference is significant – this is our next step.
...
We will now conduct a simple linear regression to further examine the relationship between gender and CS06 using PROC SURVEYREG.
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	The F-statistic is 3.87, coupled with the denominator degrees of freedom (equivalent to the number of replicate weights, 48), yields a p-value of 0.0549. The F-test reveals only marginal significance in the difference of the means between genders (at the α=0.05 level). We cannot definitively conclude that women are more inclined to expect to contract cancer than men. Hence, our results here are somewhat ambiguous. Note that the p-value obtained here is equivalent to the t-test on the difference of the means between males vs. females, with null hypothesis that the two means are equal.
The tables above are printed by default. In order to obtain the parameter estimates and other results, the output delivery system must be accessed for the associated table name. The parameter estimates for the variables are stored under the name ParameterEstimates. In order to access this table, we must add the SOLUTION option to the MODEL statement, and define a dataset to store the parameter estimates.
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The t-test under the reference level of the dichotomous variable gender (Male) for the beta parameter estimate (w/ null hypothesis that the beta parameter estimate is 0) is equivalent to the t-test with null hypothesis that the difference of the stratified means is 0. We see that this is consistent with our earlier F-test (Note: the F-test and the t-test will provide identical p-values for continuous and dichotomous variables).
…
We would now like to conduct a logistic regression, modeling the response variable “Ever seek health information?” by gender, education level, and perception of cancer risk. We analyze these variables as given; in practice a combination of statistical algorithms (e.g., stepwise methods), bivariate analysis (i.e., include variables that exhibit a significant correlation1 to the response variable), and intuition are needed to build desirable regression models. At this printing, the SAS survey procedures do not incorporate any automated mechanisms to aid in model selection.
We exhibit a logistic regression model using PROC SURVEYLOGISTIC. As previously noted, this procedure allows for response variables that are dichotomous, ordinal, or nominal (thus allowing the user to also conduct multinomial regressions). 
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The response variable should be on the left hand side (LHS) of the equal sign in the model statement, while all covariates should be listed on the right hand side (RHS). Categorical variables should also be included in the class statement; since CS06ChanceGetCancer is omitted from the class statement, it is modeled as a continuous variable. By default, the reference level of each categorical variable is based on the formatted values of each variable, with the reference level being the last level in alphabetical order. This can be adjusted to be based on the internal data values, which we specify with ORDER=INTERNAL in the class statement. The reference level for individual variables may also be specified in the class statement, as we have done for newedu. Note that we have also specified “No” as the reference level HC01 so that we are modeling on the second level (in alphabetical order) of HCO1, “Yes”.
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Based on the ANOVA table above, we see that CS06ChanceGetCancer is not significant to the model in the presence of gender and education level (at the α=0.05 level).
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To identify levels/variables that display a significant difference in response, the rule of thumb is to examine odds ratios where the confidence interval does not contain 1. However, significance may also be garnered from the test of whether the associated beta parameter is equal to 0 (see first regression table above). According to this model, women and college students appear to be more inclined to search for health information (compared with men and those who did not graduate from high school, respectively).

This concludes this short foray into commonly used SAS 9.2 survey procedures. For more information, visit http://support.sas.com/documentation/cdl_main/.
Note: The variables NEWEDU and Gender were renamed/recoded to EducA and GenderN at production.
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Table of HCO1SeekHealthInfo by Gender

Weighted| StdDev of| StdErr of| Column| StdErr of|
HCO1SeekHealthInfo | Gender | Frequency | Frequency| WgtFreq|Percent| Percent| Percent| Col Percent
Yes Female 167] 660158 57519] 224587|  19568| 418375 36404
Male 52| 307232 47652 104521]  16211| 223653 35200
Total 219] 967390 73s83] 320108 25135
No Female 23] o771 58667] 312220 19959] 581625 36404
Male 137 1054204 50669 | 358672|  17238] 77.4347 35200
Total 420] 1972045 73s83] 670802] 25135
Total Female 450[ 1577909 16153] 536807]  05495] 100,000
Male 189 1361526 16153 ] 463193 05495| 100,000
Total 630]  2030435]  2069E-8] 100000
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‘Wald Chi-Square
Test

Chi-Square | 14.0759)

FValue | 140789

NumDF 1
DenDF 4]
Pr>F 0.0003|

‘Sample Size = 639
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proc surveyMeans data=prtemp varmethod:
weight R1ZWGTO;
repweights R12WGT1-RIZWGT48 / JKCOEF:
var csOechancegetcancer;

jackknife nobs mean stderr,

.83333;
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The SAS System

The SURVEYMEANS Procedure

Data Summary
Number of Observations| 639
‘Sum of Weights 2930435

Variance Estimation

Method Jacklife|

Replicate Weights | PRTEMP|

Number of Replicates 43

Statistics

Variable Label

Mean|

StdError|
of Mean|

(CS06ChanceGetCancer| Howlkely do youthink it s that youwill develop cancerin the future?

531

2.866466|

0098458
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array wgts[49] rl2wgtO-rl2wgté!
array males[49] mO-meg;

if gender=2 then do i=1 to 49;
males(i]=wges[il;
ena;

else do o 49
males(3]=min(0.00000001,wgts[31)
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proc surveyMeans data=prtemp varmethod=jackknife nobs mean stder:
weight mo;
repweights mi-més / JKCOEE:
var csOéchancegetcance:

.83333;
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Statistics

StdError|
Variable Label N| Mean| ofMean|
CS06ChanceGetCancer| Howlikely do youthinkit s that youwill develop cancerin the futuwre? [531(2.685147| 0158480
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Statistics

StdError|
Variable Label N| Mean| ofMean|
CS06ChanceGetCancer| Howlikely do youthinkit s that youwill develop cancerin the future? [531(3014518| 0098341
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proc surveyReg data=prtemp varmethod=jackknife;
weight R1ZWGTO;
repweights R12WGT1-RIZWGT4S / JKCOEFS:
class gende:

.83333;

model csOchancegetcancer = gender newedu;
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Data Summary

Number of Observations 531

‘Sum of Weights 24587861

‘Weighted Mean of CS06ChanceGetCancer | 286647

‘Weighted Sum of CS06ChanceGetCancer | 7048026.1
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Tests of Model Effects

Effect | NumDF| F Value| Pr>F|
Model 1| 387] 00549
Intercept| 1| 78159] <0001
Gender 1| 387] 005s9
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‘Note: The denominator degrees of freedom for the F tests i 45,
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proc surveyReg data=prtemp varmethod=jackknife;
weight R1ZWGTO;
repweights R12WGT1-RIZWGT4S / JKCOEFS=0.83333;
class gender;
model csO6chancegetcancer = gender / solution
ods output ParamecerEstimates=params;

proc print data=params:
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The SAS System
The SURVEYREG Procedure

Regression Analysis for Dependent Variable CS06ChanceGetCancer

Estimated Regression Coefficients

Standard|
Parameter Estimate|  Error|t Value | Pr>t|
Intercept 268514666 0.15847995|  1694] <0001

Gender Female| 032937160 016735986~ 197] 0.0549)

Gender Male | 0.00000000[0.00000000)

‘Note: The denominator degrees of freedom for the t tests is 48.
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proc surveylogistic data=prtemp varmethod=jackknife;
weight R1ZWGTO;
repweights R12WGT1-RIZWGT4S / JKCOEF:
class gender newedu;

.83333;

model ncOlseekhealthinfomgender newedu csO6chancegetcancer;
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proc surveyLogistic data=prtemp varmethod=jackknife;
weight R1ZWGTO;
repweights R12WGT1-RI2WGT48 / JKCOEFS=0.83333;
class gender newedu(ref='iT HS') / order=internal;
model ncOlseekhealthinfo(ref=first)
= gender newedu csO6chancegetcancer;
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Analysis of Maximum Likelihood Estimates

Standard| Wald
Parameter DF |Estimate| Error| Chi-Square| Pr> ChiSq
Intercept 1] 10027 03382 87802 00030
Gender Female 1| oasse| 01519 101917 0.0014]
NewEdu HS 1| 03010 02025 17873 0.1813]
NewEdu ‘Some College/Vocational| 1| 04725 02142 43665 0.0274]
NewEdu College Graduate 1] 1o1s| o252 160005 <0001
CS06ChanceGetCancer 1| ooe0s| 01288 0211 06382
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0dds Ratio Estimates

Point|  95% Wald
Effect Estimate| Confidence Limits
Gender Female vs Male 2637 1454] 4783
NewEdu HS vs 2018 o769 5205
LTHS
NewEdu ‘Some College/Vocational vs. 4786 2165] 10581
LTHS
NewEdu College Graduate vs 8204 3as2| 19329
LTHS
CS06ChanceGetCancer 1062 08| 1368
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/*CREATE A TEMPORARY FORMAT*/
proc format;

value yesnor
"Yes'
e

/*RECODE DK AND REF AS MISSING*/
data preemp;
set this.hints puertorico;

tinclude 'pr.apply.formats.sas’

#**Recode refused/dont know responses to missing values;
if csbechancegetcancer>s then csO6chancegetcancer:
if newedu>é then newedu=.;

if hcOlseeknealthinfo>2 then hcOlseekhealthinf
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proc surveyFreq data=prtemp varmethod=jackknife,
weight R1ZWGTO;
repweights R12WGT1-RIZWGT48 / JKCOEFS=0.83333
tables hcOlseekhealthinforgender / COL WCHISQ :





