Analytic Methods for Examining HINTS Puerto Rico Data using SUDAAN
	This text gives some SUDAAN (SAS-callable) coding examples for common types of survey analysis using HINTS Puerto Rico data (posted 04/22/2011) in a replicate weight jackknife design. As such, all of the following results are weighted. Although these examples specifically use HINTS data, the concepts used here are generally applicable. We will consider an analysis that includes gender, education level (newedu) and two questions that are specific to the HINTS data: cs06chancegetcancer & hc01seekhealthinfo. 
We begin by preprocessing the HINTS data in a SAS DATA step, since we wish to exclude all “Refused” and “Don’t Know” responses from our analysis. By setting these to missing (.), SUDAAN will exclude these responses from procedures where these variables are specifically accessed. For logistic regression modeling within the PROC RLOGIST procedure, SUDAAN expects the response variable to be dichotomous with values (0, 1), so this variable will also be modified at this point. When recoding existing variables, it is generally recommended to create new variables of recoded data. New variables should always be compared to original source variables in a PROC FREQ in SAS to verify proper coding.
[image: ]
We are now ready to begin using SUDAAN to examine the relationships among these variables. Using PROC CROSSTAB, we will first generate a cross-frequency table of education and HC01SeekHealthInfo, along with a (Wald) Chi-squared test of independence. Note the syntax of the overall sample weight, R12WGT0, and those of the jackknife replicate weights, R12WGT1-R12WGT48. The design of this version of HINTS is that of a stratified JK6, so that the jackknife adjustment factor for each replicate weight is (6-1)/6 = 0.8333. This syntax is consistent for all procedures. Other data sets that incorporate replicate weight jackknife designs will follow a similar syntax. 
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Since this procedure is mainly for categorical variables, each variable should be specified as such by inclusion in the class statement (which is ubiquitous in all SUDAAN procedures). The tables statement defines the frequencies that should be generated. Stand-alone variables listed here result in one-way frequencies, while a “*” between variables will define cross-frequencies. In general, the CROSSTAB procedure may be used to investigate n-way variable frequencies, along with their relationships. This is accomplished by the test statement, which defines various types of independence tests: here a Chi-Squared test is implemented. Other tests and statistics are also available; see the SUDAAN site link at the end of this document for more information. Finally the PRINT statement is optional, and serves to limit, expand or reformat the default output settings. 
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(Note: The SUDAAN output results above appear in RTF format, which requires additional options on the PRINT statement and is only available in version 10. The default output method in SUDAAN is TXT)

The weighted percentages above show that a greater proportion of women have sought medical information from any source than men, 41.8% vs. 22.6%. The Chi-squared test of independence indicates that there is a significant difference in these two proportions (at the α=0.05 level). The data appear to support the notion that women (in Puerto Rico) are more apt to seek health information than their male counterparts.
…
The next procedure, PROC DESCRIPT, is used to check various characteristics of continuous and categorical variables. Although primarily a tool for continuous variables, this procedure has some unique functionality for examining categorical variables not available in Proc Crosstab (e.g., we may perform a t-test on the difference of the percentages of two levels of a categorical variable). Again, it is recommended to recode the “Refused” or “Don’t Know” responses of hc01seekhealthinfo; otherwise, these will correspond to 98 and 99, respectively, and therefore could skew the results, especially when computing means. 
We now wish to compare the perception of acquiring cancer by gender. We will compute the means of CS06ChanceGetCancer, stratified by gender, and then conduct a t-test on the difference to decipher whether there is any significant disparity in the perceptions between men and women. Note that CS06, a categorical variable, is a Likert item with values ranging from 1 to 5: 1=Very Low, 2=Somewhat Low, 3=Moderate, 4=Somewhat High, 5=High. Therefore, we may also view the mean of CS06 within this context.
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This first snippet of code above will allow us to observe the mean of CS06 by gender, which is listed in the tables statement (note that in order to be used in the tables statement, gender must first be defined in the class statement). The continuous variable to be analyzed is listed in the var statement. The optional print statement details what types of descriptive statistics will be compiled for this procedure: means, percentages, quantiles, etc. (Note: For replicate weight jackknife designs, the computation of quantiles is not stable. Therefore, this functionality is disabled for this particular design.) 
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We observe that women seem to be somewhat more pessimistic than men regarding their likelihood of contracting cancer, 3.01 vs. 2.69. We now conduct a t-test on the difference between these means to verify whether the discrepancy is statistically significant or may just be attributed to random fluctuations in the sample. In order to run the test, we utilized the pairwise statement, which produces a comparison test between the means of each category of the variable(s) listed in the statement – in this case a single test between males and females (in general, the pairwise statement computes () =  *(-1)/2 tests, if the categorical variable listed in the statement has levels).
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(Note: The fact that the results are repeated is one of the idiosyncrasies of SUDAAN)
  
We see that the contrasted mean is consistent with our earlier table, 0.33 ≈ 3.01 – 2.69. The t-tests only shows marginal significance in the difference of the means between genders (at the α=0.05 level). We cannot definitively conclude that women are more inclined to expect to contract cancer than men. Hence, our results here are somewhat ambiguous.
…
We would now like to conduct a logistic regression, modeling the response variable “Ever seek health information?” by gender, education level, and perception of cancer risk. We analyze these variables as given, in practice a combination of statistical algorithms (e.g., stepwise methods), bivariate analysis (i.e., include variables that exhibit a significant correlation1 to the response variable), and intuition are needed to build desirable regression models. At this printing, SUDAAN (version 10 or less) does not incorporate any automated mechanisms to aid in model selection.
We exhibit a logistic regression using PROC RLOGIST (RLOGIST is used to differentiate it from the SAS procedure, PROC LOGISTIC); recall that the response should be a dichotomous 0-1 variable. Procedures that execute linear and multinomial regressions are also available in the software package: PROC REGRESS and PROC MULTILOG, respectively. 
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The response variable should be on the left hand side (LHS) of the equal sign in the model statement, while all covariates should be listed on the right hand side (RHS). Categorical variables should also be included in the class statement; since CS06ChanceGetCancer is omitted, it is modeled as a continuous variable. By default, the reference level of each categorical variable is that of the highest numeric level. This may be changed by using the reflevel statement to explicitly define another reference level. 


[image: ]
[image: ]

Based on the ANOVA table above, we see that CS06ChanceGetCancer is not significant to the model in the presence of gender and education level.
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To identify levels/variables that display a significant difference in response, the rule of thumb is to examine odds ratios where the confidence interval does not contain 1. However, significance may also be garnered from the test of whether the associated beta parameter is equal to 0 (see first regression table above). According to this model, women and college students appear to be more inclined to search for health information (compared with men and those who did not graduate from high school, respectively).

This concludes this short foray into commonly used SUDAAN procedures. For more information, visit http://www.rti.org/sudaan/onlinehelp/sudaanhelp.html.
Note: The variables NEWEDU and Gender were renamed to EducA and GenderN at production.
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Variance Estimation Method: Replicate Weight Jackknife
by: Have you ever looked for information about health or medical topics from any source?, Are
youmale or female?.
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proc descript data=hintspr design=jackknife;
weight R12WGTO,
Jackugts R1ZWGT1-R12WGT48 / adjjack=0.8333:
class gender:

var csO6chancegetcance
tables gender;

print nsun mean semean / meanfmt=f10.2 semeanfmt





image6.png
Variance Estimation Method: Replicate Weight Jackknife

by: Varizble, Are you male or female?.
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proc descript dat:
weight R12WGTO;
Jackugts R1ZWGT1-R12WGT48 / adjjack=0.8333:
class gender:

var csO6chancegetcance
pairwise gender;

print nsun mean semean p_mean t_mean/ meanfme:

10.2 semeanfme=£10.2;
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Variance Estimation Method: Replicate Weight Jackknife
by: Variable, SUDAAN Reserved Variable One, Contrast.
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proc rlogist data=hintspr design=jackknife;
weight R12WGTO;

Jackugts R1ZWGT1-R12WGT48 / adjjack=0.8333:
Class gender newedu / order=internal;
model ncOlseekhealthinfo=gender neweds csO6chancegetcance
reflev newedw

print beta sebeta t_beta p_beta or lowor upor waldchi waldchp
/ betafme=f6.2 ssbetafmt=r6.2 orfmc=f6.2 loworfme=f6.2
uporfmt=ré.2 waldchifme=£s.
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Variance Estimation Method: Replicate Weight Jackkmife
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Variance Estimation Method: Replicate Weight Jackknife
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/*CREATE A REGRESSION FORMAT*/
proc format;

value yesnor

1=rYes'

0="No*

data hintspr:
set this.nints puertorico;

#+*Recode refused/dont know responses to missing values;
if cséchancegetcancer>S then csO6chancegetcancer:
if newedu>é then newedu=.;

if ncOlseeknealthinfo>2 then hcOlseekhealthinf

#**Recode hcOlseskhealthinfo to 0-1 format;
if ncOlseeknealthinfo=2 then hcOlseekhealthinf
format hcOlseeknealthinfo yesnor.:
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proc crosstab dat:
weight RIZWGTO:
jackugts RIZWGT1-R1ZNGT48 / adjjack=0.83333;
class hcOlseeknealthinfo gender;

tables ncOlseekhealthinforgender;

print nsum colper rowper chisq chisqe chisqdf;
test chizqr

intspr design=jackknife norow notot;





